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[bookmark: _Toc480812786][bookmark: _Toc480813088]1 Introduction

[bookmark: _Toc480812787][bookmark: _Toc480813089]1.1 Project Statement
Using a depth camera and a CAD model as a reference, our solution will detect errors in products (whether the errors are improperly placed parts or incorrect configurations) on the assembly line. Our solution will then notify the correct employees that something is wrong.

[bookmark: _Toc480812788][bookmark: _Toc480813090]1.2 Purpose
The driving purpose of this project is to eliminate waste. An incorrectly configured product that has been shipped off to a client will always be shipped back. This is wasteful for the sellers, consumers, and shipping companies. Providing an accurate means of automated error detection will be beneficial to all involved parties because it saves money.

[bookmark: _Toc480812789][bookmark: _Toc480813091]1.3 Goals
Regarding some preliminary goals, we would like to achieve the following:
· Successfully generate accurate 3D models of products.
· Create a mesh representation of the JT visualization format
· Successfully compare two 3D models to determine the location of errors, or lack thereof.
· Build a platform to scan products without human interaction.
Overall, our goal is to have a fully functional system on a test assembly line that can accurately report errors for any given product. We envision a photo booth-like area where products can be scanned with consistent lighting and rotation. We also imagine having the software run quickly, under 30 seconds.


[bookmark: _Toc480812790][bookmark: _Toc480813092]2 Deliverables

[bookmark: _Toc480812791][bookmark: _Toc480813093]Module to Generate Useful Point Clouds from All Incoming CAD File Formats
We expect to receive JT files [1] representing the products we will be scanning. To progress, we need to convert these JT files into a mesh representation such as an OBJ file for easy point cloud to point cloud comparisons.

[bookmark: _Toc480812792][bookmark: _Toc480813094]Module to Generate 3D Models from Scanned Products
We are using the RealSense 3D camera to scan objects [2]. The SDK for this camera allows an easy generation of OBJ files representing the scanned objects. 

[bookmark: _Toc480812793][bookmark: _Toc480813095]Module to Align Multiple Point Clouds
It is necessary to align the two point clouds before calculating error between them. This process requires finding optimal scale, translation, and rotation to compensate for differences in orientation and physical positioning using the Point Cloud Library [3].

[bookmark: _Toc480812794][bookmark: _Toc480813096]Module to Compare Two Point Clouds
The crux of the visual inspection system is the comparison of the two point clouds. This module will ensure that any two point clouds can be compared, and how probability that an error exists in the product. 

[bookmark: _Toc480812795][bookmark: _Toc480813097]End-to-End Prototype Built from the Previous Modules
These four modules allow us to build an end-to-end prototype. The prototype will be a simple linking of the four modules, tied together behind a user-friendly interface. This prototype can be used to identify pain-points in our methodologies and reduce risk for our final design.

[bookmark: _Toc480812796][bookmark: _Toc480813098]Prototype Testing Results
Danfoss has happily granted us a facility to test our system. We will use this facility to get accurate reports on how well our prototype is working for real-world scenarios.

[bookmark: _Toc480812797][bookmark: _Toc480813099]Revised System
With testing follows errors. We do not expect to have a completely bug-free system when we first reach the testing phase. We do, however, expect to expel all unexpected behaviors from the system before the deadline is met.

[bookmark: _Toc480812798][bookmark: _Toc480813100]3 Design


[bookmark: _Toc480812799][bookmark: _Toc480813101] 3.1 System Specifications
The only given specifications were that we wanted to be able to detect error in a given object by comparing it to a 3-D model; most of the project has been left to our interpretation.

[bookmark: _Toc480812800][bookmark: _Toc480813102]3.1.1 Non-functional
· The system shall be able to operate for extended periods of time without failure.
· The system shall be able to determine the error status of a product in under 30 seconds.
· The system shall be able to be used by employees without specialized knowledge.
· The system shall be able to operate securely. All data will remain locally to Danfoss.
· The system shall be able to reliably determine the error status of a product.

[bookmark: _Toc480812801][bookmark: _Toc480813103]3.1.2 Functional
· The system shall be able to use a CAD model as a reference object.
· The system shall be able to scan an object of the size 3’x3’x3’.
· The system shall be able to determine whether a product is generally defective.
· The system shall be able to determine the area of a defect.
· The system shall be able to generate 3D models available for later viewing.

[bookmark: _Toc480812802][bookmark: _Toc480813104]3.1.3 Standards
Standard industry practices will be followed to reduce defects in code as well as improve overall quality. All changes made to the production system must be reviewed by other members of the team. Automated tests on these components will be created in the form of unit and integration tests. Regression testing will be performed to prevent adding defects to already working components. A strict set of coding conventions has been laid out to increase understandability of the code and prevent common types of errors.




[bookmark: _Toc480812803][bookmark: _Toc480813105]3.2 Proposed Design/Method
The process to achieve our goals can be broken up into several discrete steps. The first phase involves obtaining point clouds from both the physical object and CAD model. These point clouds are then compared to determine optimal alignment. We use these aligned point clouds to determine possible error in the system. The scan is repeated if there is low certainty of the existence of an error. The system finally alerts the user to either the absence of error or shows where it believes an error might have occurred. 

The included SDK for the Intel RealSense camera provides support for three-dimensional scanning of objects [2]. This process will generate a mesh file used for later consumption. This mesh represents a composite of depth captures from different angles around the object. Vertices from this mesh directly translate to a point cloud representing the object surface [2].
Creating a point cloud from a JT file first requires converting the JT file to a mesh. This has been possible using commercial tooling [4] but has proved challenging to do programmatically. This leads to our current approach of using a tool to export the file as a mesh before feeding it to our system. Based on client communication this seems to be an adequate solution. 
Vertices from this mesh are not directly translatable to a surface point cloud. The vertices in the mesh are sparse and only placed where required to create ideal geometry. Density may be arbitrarily added to this mesh using a process known as tessellation [5]. In our instance, we are able to calculate the area of each triangular face to determine if it should be split. The single triangular face may be split into three which meet in the centroid of the original face. This process will allow us to create a dense surface suitable for error detection and alignment.
The point clouds representing the physical and ideal objects must be accurately scaled and aligned to detect error. A rudimentary method to do this is ensuring alignment during capture and manually accounting for the offset in distance and model sizes. This method lacks robustness and increases the manual work necessary to use the system. This process is instead done algorithmically using the Iterative Closest Point method [6]. The method approximates an optimal linear transformation to minimize mean squared error between point clouds. It has many pre-existing implementations, reducing difficulty in implementation.
The heuristic used for localized error detection will require large amount of testing and tweaking. Our current approach centers on detecting clusters of points in the scanned object that have no correspondence to points in the ideal object. The points from the ideal object will first be placed into a data structure known as a KD Tree [7]. This allows us to quickly determine the closest point in the actual object to a point existing in the capture.
The distance from each point in the scan to its closest object in the ideal model is recorded. The standard deviation from these distances is recorded as a metric to differentiate noise in the camera from actual error. Capture points more than a standard deviation away from the closest ideal point are marked as potential error. A bounding box or convex hull is created around tight clusters of these points to indicate areas where consistent error is detected.
[bookmark: _Toc480812804][bookmark: _Toc480813106]3.3 Design Analysis
The process for converting a JT file to a mesh has been tested. Commercial tools are able to accurately create a mesh from a given file.
We have begun development of the module to scan a physical object into a point cloud. This module utilizes the RealSense camera to generate an OBJ file for consumption by a later module. From our testing, we’ve noticed some problems with the RealSense camera. First, the camera generates very noisy point cloud representations of our real-world objects. This has problem cumbersome in testing as we can’t get a detailed representation to compare with the CAD models. We have so far only been able to retrieve low-accuracy 3D captures.
Several plans exist to mitigate potential issues posed by the camera. We are first wanting to test the camera in a more controlled environment. Over the next couple of weeks, we plan to build a controlled environment suitable for testing the camera in ideal conditions.  The results of these tests will have a large impact on our future plans.  The RealSense camera has proven to be sufficient for our needs, but there could be issues with the 3-D construction.  An alternative exists in changing the algorithm used for matching and error detection. Our current algorithms operate on a full scan of a 3D object. This algorithm can be modified to instead work on single captures from a given angle. This introduces extra complexity into our project but side-steps the issue of low accuracy stitching from the camera.

[bookmark: _Toc480812805][bookmark: _Toc480813107]4 Testing/Development

[bookmark: _Toc480812806][bookmark: _Toc480813108]4.1 Interface Specifications
The Intel RealSense camera is the only hardware that will be interacting with the software (aside from the main computer).
[bookmark: _Toc480812807][bookmark: _Toc480813109] 4.2 Hardware/Software
Autodesk Inventor is currently being used for JT file conversion.  It is used to select configurations from a JT file and convert it to a more usable format, such as OBJ or STL. Though this is being used for testing, we likely will be able to use this for the final product as well. 
MeshLab is an open-source tool that allows visualization and manipulation of 3D mesh data [8]. This tool has allowed us to quickly visualize the quality of 3D captures generated by the RealSense camera as well as the mesh generated from a sample JT file.
3D Builder is a 3D object creation tool built into Windows 10. It has been used to create simple meshes for testing purposes.
The Prusa i3 is an open hardware 3D printer. It has allowed us to build reference objects from our own meshes to obtain real data from synthetic objects.
[bookmark: _Toc480812808][bookmark: _Toc480813110]4.3 Process
To start testing our project, it made sense to start with testing the cameras at our disposal. Until recently, the only camera we had to work with was the Intel RealSense camera. Intel was gracious enough to provide sample code as part of their SDK, so we were able to start scanning right away. We started with scanning anything and everything that was considered an "around the house" item. The scans included books, computer monitors, and even people.
From this, we noticed a few things:
· The infra-red light coming from the camera would pass through any transparent panels (for example, on a signal generator's display).
· The camera could pick up details as small as wrinkles on a t-shirt, provided the wrinkles didn't move as the scanning commenced.
· It was impossible to scan underneath the object, for obvious reasons.
· The objects scanned frequently had bumpy surfaces instead of smooth.
· It was very easy to misalign the camera during the scanning process (largely due to human error).
We then moved on to the files we will be comparing our scans to. For JT conversion testing, we tried many different programs, including JT Open and JT Assistant.  Sadly, most of the programs we tested were either not able to open the file due to the size, or were unable to export in a usable format.  The only one we found that worked was Autodesk Inventor, which we are currently using.  We likely will not need to do much more, but could look into creating a program which does the selection and exporting for us. 
Synthetic 3D models resembling parts were created for testing. These models were printed in order to obtain real data from the 3D camera corresponding to a 3D model.
It was decided early on that a “test bench” should be created to validate our algorithms for reconstruction, tessellation, alignment, and error detection. This tool is designed with several goals in mind. The tool is able to visualize point clouds and meshes at different stages of the transformation pipeline. The ability to visualize and manipulate these structures allows for visual debugging and manipulation of the mentioned algorithms. The tool allows algorithms and their parameters to be switched at runtime. This allows for rapid improvement, validation, and comparison of approaches for different areas of the problem. The tool finally provides simple abstractions to allow us to develop these algorithms more quickly. This tool is nearing completion and should be finished within the next 1-3 weeks.


[bookmark: _Toc480812809][bookmark: _Toc480813111]5 Results
[bookmark: _Toc480812810][bookmark: _Toc480813112]5.1 RealSense Camera
The Intel RealSense camera has shown its fair share of difficulties. To start, the SDK and documentation have been lacking in critical areas. There have been multiple times where crucial code has been missing from either the samples or documentation. This has drastically slowed down the development process. After much trial and error we have been able use the SDK to programmatically scan an object.
The RealSense camera performed poorly when tested against our printed models. In the generated model, there were gaps, alignment issues, incorrect origin placements, and odd sections of the platform were picked up. This lead to an extremely noisy point cloud, unfit for error detection.
Our results have improved since using a more controlled environment.  We have a better rotation system and that has helped create better scans.




[bookmark: _Toc480812811][bookmark: _Toc480813113]6 Conclusions
Our goal with the project plan is to show that it’s possible to compare a real-world object to a 3D model. The plan revolves around generating a proof of concept. We can achieve this by the following plan, laid out in detail in the Deliverables section. To give a quick summary, we will do the following: 
· Show that we can make a point cloud out of the provided CAD models. 
· Show that we can make point clouds out of real world objects. 
· Show that we can compare the previous two point clouds to determine the presence of errors. 
This plan allows us to achieve the proof of concept we are striving for. It further allows us to pursue a production-quality system. Right now, we’ve completed very experimental prototypes of the modules. Each of these are ready for robust testing. Once we’ve tested, we will be able to progress in combining our modules for a full solution.
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An attempted scan during testing. The original object is a cube with a corner sliced off. This attempted scan showed the errors humans introduce to the scanning process. On the bottom, the skin-colored blobs are actual hands that were unintentionally captured. Furthermore, the top right shows an extra chunk of gray. This was from the camera losing alignment and attempting to readjust itself. Lastly, notice how the surfaces aren't completely smooth, and even have bits missing at the top.
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